Abstract

Advanced ocean data assimilation methods based on physical and statistical first principles will be implemented and applied in near real-time to operational seasonal-to-interannual climate monitoring and forecasting systems.  The project aims to demonstrate the practical utility of data assimilation.  Specifically, the study’s objectives are 1) to improve accuracies of the operational model estimates, 2) to assess and to realize the value of operational and emerging observing systems, and 3) to evaluate the accuracies and weaknesses of the modeling and assimilation systems for the purpose of improving both.  The assimilation system employs the Kalman filter and smoother and the adjoint method.  The climate systems used include those of the National Oceanic and Atmospheric Administration's (NOAA’s) National Centers for Environmental Prediction (NCEP) and of the National Aeronautics and Space Administration (NASA) Seasonal-to-Interannual Prediction Project (NSIPP).  Data from all available operational ocean observing systems will be employed including temperature, salinity, velocity, and sea level measurements based on on-going and future moorings, floats, and satellites.   Upon successful demonstration of the efficacies of the new estimation procedure, the assimilation system will be transferred and integrated into the respective operational center activities.  

1. Introduction
Seasonal-to-interannual climate variability has a wide range of influence including those on agriculture, economy, natural hazards, military operations, ecology, and the environment.   While day-to-day weather changes have the largest impact for any given location, seasonal-to-interannual climate changes, such as El Niño, La Niña, and the variable strength of monsoons, have larger globally integrated effects because of their larger geographic extent and their longer period of persistent conditions.  

The accuracy of estimating climate variability depends on the intrinsic skill of the model and the goodness of its initial condition.   Cane et al. (1986) conducted the first dynamical model based forecast of El Niño.   The model was a 1.5-layer shallow water model of the Equatorial Pacific Ocean with a mixed layer coupled with a statistical atmosphere model.  The coupled system was initialized by spinning-up the ocean model using ship-based observed winds.  

Great strides have been made in climate system modeling since the pioneering work of Cane et al. (1986).  Improvements in computational technology have enabled longer model integrations with higher resolutions over larger domains.  Advancements in modeling physics and modeling techniques have lead to more accurate simulations, in particular those of diabatic processes.  The most significant advancement comes from the increased amount of observations, most of which were not available a decade ago.  Many of these new observing systems provide real-time or near real-time measurements of the state of the ocean that is amenable to continuous monitoring and forecasting of climate variability.  These include, for example, the National Oceanic and Atmospheric Administration’s (NOAA) Tropical Atmosphere Ocean array (TAO) that measures near surface temperature and currents, and the National Aeronautics and Space Administration’s (NASA) TOPEX/Poseidon satellite that measures sea level.  

Operational monitoring and forecasting of seasonal-to-interannual climate variability is conducted at NOAA’s National Centers for Environmental Prediction (NCEP).  The NASA Seasonal-to-Interannual Prediction Project (NSIPP) leads NASA’s effort to exploit satellite observations to improve forecasting these climate changes.  In comparison to the model of Cane et al. (1986), the climate models of NCEP and NSIPP are both based on state-of-the-art primitive equation models and assimilate temperature and sea level observations to better monitor the ocean and to derive initial conditions for forecasting.  

Data assimilation is an emerging field in oceanography motivated in part to utilize the diverse newly available observations.  Data assimilation has long been a subject of study in atmospheric sciences in the context of numerical weather forecasting, and methods have often been adapted from atmospheric experiences.  For instance the assimilation schemes employed at NCEP and NSIPP are variations of the so-called 3D-var and Optimal Interpolation methods.  The two are least-squares fit of the model state to the observations based on prescribed empirical uncertainty estimates.  These approaches provide useful estimates and have lead to successful forecasts, especially when there are sufficient observations.  However, these assimilation methods are inherently sub-optimal due to its ad hoc prescription of weights used in the fit.  

The present study proposes to apply advanced optimal data assimilation methods to the operational climate monitoring and forecasting systems of NCEP and NSIPP.  These assimilation methods include the Kalman filter and smoother and the adjoint method.  The assimilations will allow full exploitation of the information content of the observations and to improve upon the accuracy of these models.  The assimilations will also employ all extant observations, expanding data utilization of the present operational systems.  Of particular interest is Argo that is being expanded into a global observing system, sampling many regions of the ocean that has not been routinely measured before.   Analysis of the impact of the different observing systems on the accuracy of nowcasting and forecasting will also permit evaluation of these observations’ relative information content and thus the utility of the different observing systems.   
This effort capitalizes on the progress and results in ocean data assimilation achievements by the consortium “Estimating the Circulation and Climate of the Ocean” (ECCO; http://www.ecco-group.org).  ECCO is a 5-year project funded by the National Oceanographic Partnership Program initiated in 2000 that aims to advance ocean state estimation from its experimental status to that of a practical and quasi-operational tool for studying ocean circulation.  The present effort provides for application and transitioning of these accomplishments to practical operational activities. 

The proposed effort also exploits synergism with the “Ocean Data Assimilation Consortium for Seasonal-to-interannual Prediction” (ODASI), a NOAA funded project to compare coupled forecasting systems. The coupled ocean-atmosphere climate models of NCEP and NSIPP represent two of the state-of-the-art coupled ocean-atmosphere general circulation models that are utilized in regular, routine assimilation and forecasting of seasonal-to-interannual climate changes.   Utilizing the two models will allow better understanding and formulation of the model errors and controls for the assimilation through the inter-comparisons.  Explicit identification of these model errors can also potentially lead to model improvements.  
In addition to making forecasts and interpreting the modeling results, the estimates will be examined to study processes controlling the general circulation of the ocean, its interactions with the atmosphere, and their variability.  In particular, the advanced data assimilation methods that will be employed are distinguished from previous empirical methods by providing physically consistent estimates of the temporally evolving state of the system, facilitating analyses into the nature of the circulation.  The assimilation estimates and forecasts will be made available to the general oceanographic community through a web-based interface such as the U.S. GODAE server.   Upon successful demonstration of the efficacies of the new estimation procedure, it is anticipated that the assimilation system will be transferred and integrated into the respective operational center activities.  

In Section 2, we present the motivation and rationale for the proposed effort by discussing virtues of advanced data assimilation methods and by describing available observations pertinent to seasonal-to-interannual climate variability.  The present and planned operational climate systems and the ECCO routine data assimilation system are summarized in Section 3.  In Section 4 we outline the planned approach.  Anticipated results are summarized in Section 5, and an Implementation Plan is presented in Section 6.  

2. Motivation and Rationale
The main thrust of the proposed effort is in applying advanced data assimilation methods to operational seasonal-to-interannual climate monitoring and forecasting systems, and in fully exploiting data from all available observing systems.  The motivation and rationale for these efforts are discussed in turn in the following two subsections.  

a. Advanced Data Assimilation

Data assimilation methods based on first principles provide estimates that are both statistically optimal and physically consistent.  These characteristics are central for accurate monitoring and forecasting of seasonal-to-interannual climate variability and to maximize utilization of the observing system’s information content.  

Mathematically, data assimilation is an inverse problem.  One solves for the model state and its uncertainties, given observations and the numerical model.  The model relates the different variables in space and time.  The mathematical problem can be summarized by the following set of simultaneous equations: 
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Bold lower and upper case letters denote vectors and vector functions (generally nonlinear), respectively.  Subscripts indicate time.  The vectors are the model state (x) and observations (y).  Vector u is the control and represents inhomogeneous terms of the model evolution including external forcing and sources of model errors.  H represents computation of the model equivalent of the observations, and A denotes the model physics describing the temporal evolution of the model state x.  

Forward sequential assimilation methods, such as OI and 3D-var (and including the Kalman filter) that are currently employed in operational systems, only invert H, i.e., the observation half of the inverse problem (1).   This results in a state evolution that is not physically consistent.  Mathematically, the resulting state evolution can be written as,
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where (x denotes the increment by the sequential assimilation of data.  The increment (x represents a correction of the errors in the first term on the right-hand-side of (2), but because it is not ascribed to any explicit physical process, the state’s evolution cannot be interpreted in a physically consistent manner.  For instance, resulting heat budgets cannot be closed and thus how the model state evolves cannot be deduced.  Consequently, such results have limited utility for monitoring and research purposes.  

A physically consistent estimate is achieved by inverting the model half of (1) in addition to the observation half.  Namely, modified estimates of the prior state and control, xt-1 and ut-1, are computed such that,
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given xt.  Such inversion is achieved by the smoother, such as by the Rauch-Tung-Striebel (RTS) smoother (e.g., Bryson and Ho, 1975) and by the adjoint method (e.g., Stammer et al., 2002).   In effect, the smoother inverts the model and projects the data increments (x into explicit corrections of the model.   (The RTS smoother utilizes the Kalman filter estimate as a first guess in its solution.)  The inversion of (3) should not be confused as utilizing the model as a so-called strong constraint (Sasaki, 1970).  The smoothed solutions are weak-constraint estimates that explicitly resolve the model errors in addition to the state.  

Figure 1 illustrates an example of a temperature budget in the Equatorial Pacific Ocean based on estimates using a Kalman filter and an RTS smoother of the ECCO assimilation system.  Even though the resulting temperature change themselves (blue in the two panels) are similar to each other, the temperature budget is entirely different.   The Kalman filter correction (red curve) is as large as the sum of the model’s physical processes (advection and mixing; black curve) in the left panel, whereas the smoothed temperature estimate (blue) is coincident with changes inferred from the model physics (black) in the right panel (the two curves are coincident).  
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Figure 1: Example of assimilation’s physical consistency examining the  temperature budget in the Equatorial Pacific Ocean (100~150m, 5(S~5(N, 150(W~90(W); Kalman filter estimate (left) and RTS smoother estimate (right).  The model physics (black) and data update (red) contributions are time-integrals of the temperature tendencies.    

Their physical consistency makes the advanced assimilation methods effective in accounting for model representation errors.  As indicated by (1), data assimilation is a problem of solving for a solution consistent with both observations and the model physics.   This also means that data assimilation cannot resolve processes that the model itself does not resolve, namely model representation errors.  For instance, the rigid-lid approximation filters out external gravity waves, and thus models using this approximation cannot simulate external tides.  By definition, such errors are inconsistent with the model and thus are not resolved by an assimilation using such model.  Advanced assimilation methods are based on explicit models of model error (Eq 3), and thus effectively exclude representation errors from its solution phase space.  In the context of the Kalman filter, this is achieved by the structure of the model state error covariance matrix (e.g., non-zero off-diagonal elements between different variables) that is derived using the model (i.e., Riccati equation). 

Insistence on forcing models to agree with observations regardless of representation errors, by so choosing (x in (2), will result in larger errors in the estimate than otherwise.  In the context of (1), the overall misfit will be larger because such solutions are inconsistent with the model half of the problem.  For forecasting, estimates will be less skillful because the model lacks the physics to properly evolve the correction; the correction effectively becomes an added noise.  On very short time-scales, models can retain such inserted corrections and the apparent skill.  However, this is because of the finite time-scale of ocean physics and is not a measure of skill in the true sense of the meaning.  

The objective framework of estimation theory provides a means to explicitly evaluate formal error estimates.  The assimilation’s error estimates measure what has been resolved by the assimilation and serves as a guide in evaluating the relative impact of different observing systems and in identifying weaknesses of the model physics.  The simulation’s error estimate can be compared with differences between observations and a simulation so as to calibrate and to quantify the model error sources themselves.  This is the so-called covariance matching method of error calibration, an example of which can be found in Fukumori et al. (1999).         

Finally, the advanced data assimilation methods are amenable to assimilating new types of observations.  The advanced methods directly solve (1) which allows assimilation of any observation type so long as a model equivalent can be explicitly defined (function H).   There are no empirical projections involved that require development of a new algorithm.  This is an important practical merit of the advanced methods in assimilating new types of observations that are discussed in the following. 

b. New Observing Systems

The in situ observing system is being greatly expanded by the deployment of the Argo profiling float array.  Argo will consist of 3000 floats distributed globally relaying profile measurements of temperature and salinity in the upper 2000m of the ocean in near real-time.  Float deployments began in 2000 of which 620 floats are active as of January 2003.   

The Argo array will provide an unprecedented in situ observing system of the globe.  The float array is built on existing observing systems such as the expendable bathythermograph (XBT) observations by volunteer observing ships (VOS).  However, unlike VOS measurements that are confined to major shipping lanes of the world, the Argo floats will cover the globe, sampling many regions of the ocean that has not been routinely measured before.  Moreover, Argo’s systematic global salinity measurement is an entirely new suite of observation that has not yet been exploited in operational assimilation systems.  For instance, salinity measurements will improve estimation of the barrier layer in the western tropical Pacific Ocean that may directly improve forecasting skills of the coupled climate models (ref).  Near surface salinity measurements can also potentially improve modeling and estimation of the global hydrologic cycle that plays a central role in driving atmospheric circulation.  

However, although comprehensive, the Argo array is yet sparse when compared to what is required to resolve the energy containing meso-scale eddies of the ocean.  Data assimilation that can effectively de-alias these measurements will be critical to fully exploit the Argo array’s information content. 

Argo is designed to compliment satellite altimetry measurements.  Sea surface height is a particularly relevant quantity for seasonal-to-interannual climate change as it is a dynamic variable reflecting ocean circulation at depth.  Uncertainties in the marine geoid have traditionally limited application of satellite altimetry to studying temporal changes in sea surface height.  However, new gravity measurements by NASA’s Gravity Recovery and Climate Experiment (GRACE) promises to dramatically improve geoid models enabling absolute sea surface topography to be determined from altimetric measurements.  In addition, GRACE measures the temporal variability of gravity from which changes in ocean bottom pressure can be inferred.  Recent geodetic measurements and modeling studies indicate a global shift in oceanic mass from the Southern Ocean to the Indian and Pacific Oceans occurring coincident with the 1997-98 El Nino event (Dickey et al., 2002).  GRACE measurements together with satellite altimetry could potentially shed new light on such global changes. 

Argo float displacement

Satellite scatterometers 

3. Approach
3.1 The NCEP Climate Monitoring and Forecasting System

The present NCEP operational system employs the z-level-coordinate Modular Ocean Model developed at the Geophysical Fluid Dynamics Laboratory (Pacanowski et al., 1991) and the spectral NCEP global medium-range atmosphere forecast model (Kanamitsu et al., 1991).   

3.2 The NSIPP Climate Monitoring and Forecasting System

The NSIPP system is based on the layered Poseidon ocean model (Schopf and Loughe, 1995) and the finite-difference Goddard Atmosphereic General Circualtion Model (Suarez and Takacs, 1995), and also employs the Mosaic land surface model (Koster and Suarez, 1992).
3.3 Observing Systems

The Argo data system. 

3.4 The ECCO Data Assimilation System 

3.4.1 A Hierarchical Approach

The ECCO data assimilation system consists of a hierarchy of methods that capitalizes on the fidelity and computational efficiency of the respective estimation schemes.  These include the Green’s function method (GF), the Kalman filter and smoother (KFS), and the adjoint method (Table 1).   

	
	Control
	d.o.f.
	Data
	period

	GF
	mixing parameters
	17
	temperature profiles (XBT, WOCE, TAO, HOTS, BATS)
	1993-2000

	KFS
	time-varying wind
	107
	TOPEX/Poseidon (Jason-1), XBT, TAO, ARGO, WOCE
	1993-present

	Adjoint
	forcing (wind and heat flux), initial TS
	107
	TOPEX/Poseidon, Levitus TS
	1997-2001


Table 1: The ECCO Routine, Near Real-Time Assimilation System

The table summarizes the control, the estimate’s number of degrees of freedom (d.o.f.), the data that are assimilated, and the period over which solutions are available as of February 2003.  

A small set of Green’s functions (Stammer and Wunsch, 19xx) is used first to adjust the model’s gross characteristics.  Corrections to a limited number of global mixing parameters are estimated so as to best simulate the mean thermal structure of the ocean, in particular the strength of the thermocline and the depth of the mixed-layer.  

Following these initial Green’s functions adjustments, the Kalman filter and smoother are employed on a routine near real-time basis to correct for model errors associated with inaccuracies in the time-varying wind field.  The assimilated data set includes sea surface height from satellite altimetry in addition to hydrographic profiles available via GTS.  

As a last step, the adjoint method is employed periodically to further improve upon the smoother solution.  Because of their computational requirements, the Kalman filter and smoother that are used employ approximations (see below).  The periodic application of the rigorous adjoint method allows for further optimization and to further constrain the time-mean state of the model estimate.  

Figure 2 shows correlation between zonal wind corrections estimated by the smoother and by the adjoint method that was independently employed.  Despite approximations, the smoother estimate provides estimates close to what the adjoint obtains.  In particular, the smoothed wind estimate yields more than half the decrease of the initial adjoint cost function (model-data misfit).  The smoothed estimate, when used as a first guess, substantially reduces the number of iterations necessary for the adjoint assimilation.
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Figure 2: Correlation between Smoother- and Adjoint-Estimated Zonal Wind
3.4.2 Approximations

The Kalman filter and smoother and the adjoint method all require substantial computational resources owing to the extremely large dimensions of oceanic and atmospheric problems.  Several approximations have been developed that allow these methods to be applied to large state-of-the-art general circulation models.  For the Kalman filter and smoother, the ECCO system employs partitioned, time-asymptotic, reduced-state approximations.  All three approaches aim to reduce the computational cost of Kalman filtering by approximating the evaluation of the state error covariance matrix, viz., the Riccati equation.  The time-asymptotic approach approximates the error with the stationary solution of the Riccati equation instead of integrating the state error covariance matrix continuously in time (Fukumori et al., 1993).   The reduced-state approximation reduces the dimensionality of the estimation problem by estimating only the most relevant aspects of the problem, such as the energy carrying scales and/or solutions within the phase space likely to be most constrained by the available observations (Fukumori et al., 1995).   

The partitioned Kalman filter and smoother is an extension of the reduced-state approximation that further reduces the computational requirements of estimation (Fukumori, 2002).  By noting independent elements of the model or elements nearly so, the estimation can be formulated separately for each such element and then combined together into a global estimate.  Because the computational requirement grows geometrically with dimension, such partitioning is particularly effective in enabling application of the filter and smoother to ultra large models, such as global eddy-resolving models.  For instance, Figure 3 shows an example of a partitioning employed in the ECCO estimation system.  The global domain is decomposed into seven overlapping regions.  Within each region, baroclinic errors associated with uncertainties in wind forcing are estimated separately from each other.  An additional element spanning the globe but with a coarser resolution is utilized as a basis to estimate corresponding barotropic errors.   
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Figure 3: Partitioning Employed in the ECCO Kalman Filter and Smoother

Different symbols correspond to separate partitions, which overlap with their neighboring partitions at their edge.  Individual symbols show the reduced-grid within each partition used to further reduce the computation cost of the estimation.  
As was described above, the ECCO adjoint method employs the smoothed estimate as its first guess, thereby reducing the number of iterations necessary in the iterative solver of the optimization problem.  Furthermore, the adjoint method is employed one year at a time, as opposed to an optimization over the entire period of data availability.   The shorter individual assimilation period reduces the computational requirements of the adjoint method albeit with less effectiveness in constraining the long-term mean and tendencies.   

3.4.3 Near Real-Time Analysis

Near real-time analysis & LAS. 

3.5 Proposed Approach

Time-mean estimate based on the reduced state.   Expansion of control basis set. 

Estimating diabatic errors.  Near surface reduced-state approximation. 

Comparison with operational systems.

Feedback from Argo community. 

4. Expected Results

Operational monitoring and forecasting utilizing Argo.

More accurate SI forecast.

Near real-time analysis for research. 
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